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Abstract

Artificial intelligence (Al) is transforming healthcare by equipping clinicians and patients with tools that
support more efficient, patient-centered care. In pediatrics, however, the implementation of Al demands a
higher threshold for responsibility, transparency, and family-centered engagement. This perspective
explores the opportunities and challenges of Al in pediatric healthcare, highlighting the unique ethical and
developmental considerations that distinguish children’s care from adult medicine. Drawing on Kaiser
Permanente’s seven principles for responsible Al, the article emphasizes the importance of augmentation
over automation, the need for pediatric-specific validation, and the necessity of trustworthiness and
fairness in clinical deployment. It outlines how Al can support primary care providers through enhanced
decision support, early screening for developmental and behavioral disorders, including the potential for Al
to create personalized developmental trajectories, moving beyond static population norms to provide
earlier, more precise insights into a child’s neurodevelopmental progress, improved electronic health
record usability, and risk prediction models. However, without careful governance, Al poses risks of bias,
inequity, and erosion of clinician judgment. Policy recommendations include redesigning family consent
models, ensuring robust clinician training, and mandating pediatric-specific testing of Al systems with
diverse, representative datasets. Ultimately, Al should function as a supportive tool that strengthens, not
replaces, human empathy, clinical expertise, and family-centered values. Responsible innovation is
essential to ensure that children benefit equitably from Al while maintaining trust, safety, and compassion
in pediatric healthcare.
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A call for responsible innovation in pediatrics

Artificial intelligence (AI) is transforming healthcare by equipping providers and patients with advice,
guidance, and supporting tools that promote efficient, effective, and patient-centered care. However, as
pediatric healthcare enters this new technological era, the implementation of Al must be grounded in
principles that prioritize seamless integration into clinical pathways, patient safety, clinical judgment, and
family-centered care. Kaiser Permanente (KP)’s comprehensive framework for responsible Al deployment
offers a roadmap for how healthcare systems can harness the potential of Al while maintaining trust and
ensuring safety within the pediatric population [1].

Although Al adoption in pediatrics is expanding, its integration remains uneven across clinical settings.
Current applications include decision-support algorithms for diagnosis, predictive analytics for managing
chronic diseases, and digital screening tools for developmental disorders. However, most systems remain in
pilot or research phases, with limited pediatric-specific validation, evolving regulatory guidance, and
persistent concerns about data privacy and clinician oversight.

The expansion of Al in pediatric healthcare presents both unique opportunities and challenges. Al
machine learning (ML) algorithms are being explored for monitoring developmental disorders, enhancing
diabetes management, designing clinical tools across specialties, and supporting mental health care through
digital coaching [2]. Unlike adult medicine, pediatric care encompasses a broader range of social
determinants of health, including complex developmental stages, family dynamics, and age-specific
communication needs, all of which necessitate thoughtful Al implementation. Algorithms and coding
infrastructures must be adapted to meet the needs of pediatric patients, thereby avoiding unintended
biases or inequities in care [3].

KP has established itself as a leader by outlining seven principles for responsible Al use, emphasizing
safety, reliability, trustworthiness, efficiency, user-friendliness, and privacy. Their model highlights that
integrating Al into healthcare is not merely a technical task but a moral obligation. These principles are
particularly crucial when Al is applied to the pediatric population.

Augmentation, not automation

Al deep learning models can analyze patient charts, enabling healthcare providers to make relevant
recommendations and deliver enhanced, individualized care based on patients’ health risks. Providers can
incorporate these recommendations, along with their clinical knowledge, to further personalize care. These
Al predictive models can aid in identifying at-risk children and augment treatment plans for conditions
such as obesity, diabetes, and asthma [2]. Al tools for early autism screening and behavioral issues like
anxiety should be evaluated across diverse pediatric populations, especially in resource-limited settings.
For instance, Al models that analyze longitudinal data from well-child visits—integrating growth metrics,
milestone achievements, and clinical observations—can generate personalized brain development charts
[4, 5]. These tools can enhance a pediatrician’s ability to detect subtle deviations from a child’s expected
trajectory, prompting earlier and more targeted evaluations for conditions such as autism or cognitive
delays [6]. To minimize the risk of misrepresentation, misplaced confidence, and algorithmic bias, internal
and external validations of models/algorithms are necessary and should be reviewed regularly [7].

Pediatric primary care providers are often overwhelmed with patient volume, administrative
paperwork, and regulations. A well-designed electronic health record (EHR) system that uses Al can
improve workflow for clinicians. An efficient EHR with Al can transform pediatric primary care delivery. Al
scribes can help clinicians spend less time on charting. At the same time, Al-powered EHRs can suggest
necessary immunization recommendations, assist with tasks such as coding and billing, and ML models can
prompt follow-ups. The clinician is ultimately responsible for checking, modifying, improving, and
approving Al-generated notes.

KP has tested, monitored, and improved Al documentation tools through question-and-answer
sessions and user feedback. KP ensured the creation of a safe and sound Al documentation tool in a large
and varied healthcare delivery setting by collaborating with the training team, conducting post-deployment
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monitoring, and incorporating vendor feedback [8]. By satisfying these objectives, they have set a high
standard for how Al can be applied in therapeutic contexts.

Trustworthiness, fairness, and public acceptance

Al use in pediatrics must earn the trust of families and clinicians by suggesting treatment that is
compassionate, fair, and sensitive to cultural differences. Testing in larger systems, such as KP, and giving
positive results are crucial steps in gaining acceptance. A systematic review of eleven United States (US)
public opinion polls, representative of the country as a whole, revealed that many people believe Al can
significantly assist healthcare in various ways, particularly by facilitating early detection, diagnosis,
treatment, and disease prediction. However, there were also concerns about the privacy of health data and
how it was utilized to inform decisions. The survey results show that people are both confident and
doubtful about using Al in healthcare [9]. People are more likely to share health information if they trust
the organization that collects it and if the Al's goals and uses are clear. This raises a pivotal issue: For Al to
excel in healthcare, particularly in pediatrics, it must not only pass clinical validation but also earn the
public’s trust by being implemented in a transparent, equitable, and patient-centered manner. KP’s seven
principles for responsible Al in healthcare have helped create a proactive, anticipatory framework for
future clinicians to use Al in healthcare confidently [1].

Clinicians must be co-designers

Clinicians should collaborate to develop tools tailored to each child’s unique growth and developmental
needs, providing valuable feedback to guide the design and implementation of Al solutions in primary care
pediatrics. As Al becomes a key technology layer of healthcare, several key challenges must be addressed.
These include accountability, data protection, public acceptance, and ethical concerns about data breaches,
leaks of patient health information, and violations of the Health Insurance Portability and Accountability
Act (HIPAA) [10]. The primary problem is ensuring that Al is used responsibly in healthcare. The ideas of
KP are constructive, and they should be experimented with in various types of clinical care settings,
including pediatric clinics. Al can assist with tasks such as taking notes and identifying risks, but it can’t
replace human empathy or judgment. Al should support, not replace, therapeutic competence and align
with fundamental human values.

Policy recommendations for Al use in pediatrics

To ensure responsible Al implementation in pediatric healthcare, policymakers and healthcare leaders
must prioritize several key areas:

First, pediatric-specific validation requirements should be established for all Al tools used in children’s
healthcare, recognizing the unique developmental, physiological, and social factors that distinguish
pediatric from adult medicine. This is especially critical for tools analyzing developmental and neurological
data, where training datasets must be rigorously audited for demographic, socioeconomic, and genetic
diversity to prevent systemic bias [4, 6].

Second, family engagement and consent processes must be redesigned to ensure parents and age-
appropriate children understand how Al is being used in their care, with precise opt-out mechanisms that
respect family preferences, an approach consistent with emerging pediatric Al ethical frameworks.

Third, clinician training programs should emphasize that Al tools must complement, not replace, the
clinical judgment and empathy essential for effective pediatric care. Clinicians should collaborate to develop
tools that cater to the unique needs of each child’s growth and development. They can help shape Al
solutions for use in primary care pediatrics by providing valuable feedback on the design and development
of these solutions.

Conclusion

Al has tremendous potential to enhance the quality of care and alleviate the workload for clinicians as it
becomes more integrated into healthcare. However, no algorithm can replace a child’s cry or replicate a
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qualified clinician’s instinct and sensitivity. Al needs to be monitored and governed by human values,
especially in pediatrics, where trust and sensitivity are essential components of care.

Implementing a responsible innovation framework such as KP can accelerate the safe and equitable use
of Al in pediatrics. Expected benefits include improved diagnostic accuracy, reduced clinician workload,
enhanced family engagement through transparent consent processes, and strengthened public trust in Al-
enabled care. Embedding these principles early will ensure that technological progress reinforces, rather
than replaces, empathy and clinical judgment in pediatric practice.

Technologies should be developed with healthcare providers in mind and undergo thorough testing
with real-time feedback and continuous improvements. KP’s seven principles illustrate how to advance
with fairness, transparency, and care that consistently prioritizes patients. Al is not a single tool but a
collection of technologies, including ML, natural language processing (NLP), and deep learning, that are
being applied across various aspects of pediatric healthcare.
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